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ABSTRACT

A strongly interlocking program designed to yield important new

methodology for use in chemical analysis has been conducted. Fundamental

investigations designed to gain new insight into areas of plasma spectros-

copy through developing improved models of plasma discharges have been made.

Studies which are contributing to a revolution in ultraviolet and visible

detection have been conducted.
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INTRODUCTION

An innovative research program which has addressed a number of sig-

nificant problems in the field of spectrochemical analysis has been

conducted.

During the course of this project, major advancements in numerous areas

have contributed to an improved understanding of fundamental chemical

processes as well as contributing toward improvements in chemical analysis

and advanced instrumentation. The tremendous momentum established in many

areas have resulted in major new achievements during the contract period.

Technological spinoffs from many of the proposed investigations are con-

tributing to our national science and technology as well as national

security and defense.

Throughout the course of this project as number of "firsts" have been

achieved. These include:

1. First application of Babington Principle Nebulization to

spectrochemical analysis [1, 2].

2. First elemental analysis of organic compounds with an inductively

coupled plasma [3].

3. First successful operation of a 27 MHz inductively coupled plasma

in excess of 5 KW [4].

4. First operation of a demountable high vortex swirl ICP torch

United States Patent No. 426G,113 [5, 6].

5. First hydride preconcentrat ,i t "chnique for use with inductively

coupled plasma [7].

6. First analysis of the effluent from a gas chromatograph with an

inductively coupled plasma [8].
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7. First empirical formula determination of organic effluents from a

chromatograph with an inductively coupled plasma. United States

Patent No. 4,293,220 [9, 101.

8. First observation of an inductively coupled plasma in the vacuum

ultraviolet region below 170 nm [111.

9. First evaluation of Charge Injection Camera devices in the

ultraviolet spectral region [121.

10. First quantitation of nonmetals in the vacuum ultraviolet region

below 170 nm with an inductively coupled plasma [13].

11. First use of a heated high solids nebulizer for direct analysis of

wear metals in oil [14].

12. First to demonstrate the improved accuracy and selectivity in-

herent in using an ICP for analyzing nucleotides separated by high

performance liquid chromatography [151.

13. First theoretical comparison of various approaches for three

dimensional mapping flames and plasmas employing Abel Inversion

Concepts [161.

14. First operation and evaluation of an inductively coupled plasma at

150 MHz [171.

15. First totally windowless flowthrough cell for optoacoustic

spectrometry [181.

16. First use of Iterative Coefficient Weighted Least Squares

Technique for improved mixture analysis employing optoacoutic

spectrometry [18].

17. First to mix destructive and nondestructive readout capabilities

on a charge injection device (CID).

18. First use of a CID for atomic spectroscopic analysis.
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19. First to achieve simultaneously variable pixel to pixel integra-

tion periods on a CID and apply this capability for improved

dynamic range.

20. First three dimensional mapping of vacuum ultraviolet emission

profiles in an ICP.

21. First application of "thinned" charge coupled devices to ter-

restrial chemical analysis.

22. First use of an inverted inductively coupled plasma for improved

particulate analysis.

23. Elucidation of ion transmission characteristics of RF only quad-

rupolar fields ("total" ion transmission mode has been shown to

mass dependent in a complex manner) [19].

24. First demonstration of sweeping mass in the notch filter (RF only

mode) of a quadrupole mass filter using RF amplitude.

25. First evaluation of effects Qf torch size on plasma stability and

ability to accept sample aerosol at 150 MHz [17].

26. First evaluation of excitation phenomena as a function of pressure

[20].

27. First to operate high voltage hollow anode-cathode discharges in

the United States.

28. First to evaluate the potential of high voltage hollow anode-

cathode discharges as spectroscopic sources.

29. First to demonstrate the use of the Denton microchannel plate

nebulizer for efficient sample nebulation with greatly reduced

sample carryover.

30. First to retrofit a commercial ICP torch system for high pressure

operation.
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31. First to operate single element Charge Injection Device.

32. First to demonstrate rapid spectral acquisition in one and two

spatial dimensions using a CCD [211.

33. First to contrast QE of deep depletion vs. standard depletion

CCDs, with and without antireflection coatings.

34. First to produce images from 2048 x 2048 resolution CCD imaging

detector.

35. First demonstration of selective photoionization of drugs from

comD]PX matrices demonstration production of only molecular ions

[22].

36. First to demonstrate the ability to jump to different wavelengths

to increase dynamic range.

37. First to propose a mechanism for the crosstalk phenomenon for CIDs

and to show that it is not due to charge transfer from detector

element to detector element.

38. First to demonstrate superior fluorescence detection with a CCD

(231.

39. First to demonstrate ultra-trace chemiluminescence determined with

a CCD [241.

40. First to contrast analytical performance of CID detectors with CCD

detectors [25].

41. First evaluation of real world performance of a holographic aber-

ration corrected imaging spectrograph [261.

42. First to rigorously consider the potential of binning spectral

images in a CCD [27].
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43. First to demonstrate the analytical potential of spatially encoded

Fourier transform spectroscopy from the ultraviolet to near in-

frared [281.

44. First to implement a crossed interferometric dispersive

spectrometer and demonstrate its potential [29].
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REVOLUTIONARY NEW DETECTORS FOR OPTICAL SPECTROSCOPY

Visible and ultraviolet optical spectroscopy today is one of the most

widely employed analytical techniques used routinely to characterize the

chemical and physical nature of an ever increasing range of materials for

science and engineering.

During the last twenty years, most of the major improvements in absorp-

tion, fluorescence and emission techniques have involved development of

better sources, absorption cells (including flames, furnaces, etc.),

wavelength discrimination systems and data reduction methods (computers).

Very little progress has been made in the area of detectors (with the

possible exception of photodiode arrays, which, it can be argued, are merely

a Darwinistic precursor to the current generation of solid state devices).

To be sure, over the years many workers have recognized the tremendous need

for improved detectors. Unfortunately, the characteristics of the time-

proven photomultiplier tube (PMT) have been difficult to out-perform.

Characteristics including peak quantum efficiencies approaching 25%, dark

currents of 100 down to 5 counts per second (in photon "counting" mode),

6 6
linear dynamic ranges of over 106 and internal gains of over 10 , have

contributed to the PMT's wide acceptance (Please note that not all of these

characteristics are simultaneously available, i.e., Photon counting mode

cannot provide 106 dynamic range, quantum efficiency and noise characteris-

tics are poor below 700 nm, etc.).

Unfortunately, the PMT is a single channel device. Numerous workers

have explored a wide variety of television type electronic cameras to

provide simultaneous or rapid sequential observation of a large number of

wavelengths. These include the silicon vidicon [3,30,311, the silicon
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intensified target (SIT) vidicon [32], the image dissector [3,331, the

secondary electron conduction tube [51 and photodiode arrays [8,91.

Unfortunately, all of these devices have been found to suffer from one

or more problems associated with poor dynamic range, spatial and temporal

crosstalk (blooming and lag), insufficient number of resolution elements,

poor quantum efficiency over the desired wavelength regions, high dark

currents, high noise, high cost, poor mechanical properties, poor

reproducibility, etc. Today multichannel applications are still forced to

resort either to a scanning single channel PMT approach or to the use of

multiple PMTs laboriously aligned to each of the wavelengths being observed

(limiting the practical number of wavelengths which can be viewed). Recent

advances in solid state detectors and support electronics hold great promise

for changing this situation, not only in applications where simultaneous

multiwavelength observations are desirable, but even in single channel

systems.

During the course of this project, we have made considerable progress

toward this goal including first demonstrating the ultraviolet response of

Charge Injection Devices (CIDs) and the ability to vastly expand their

dynamic range through judiciously mixing destructive and nondestructive

readouts. We have developed techniques for characterizing many of the

important parameters including sensitivity, linearity, noise, dynamic range,

blooming, pixel crosstalk and spectral response to a degree of accuracy and

precision vastly superior to the approach used by the manufacturers [34].

At this point in time it can safely be said that we know more about

techniques for operating and characterizing the CID devices for "scientific"

low light applications than anyone else in the world including the manufac-

turer, CID Technologies (CIDTEC). In fact, CIDTEC's confidence in our
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capabilities developed under ONR funding is attested to through their con-

tinued supply of new and prototype devices (CID-17 BAS, CID-62, CID-20, CID-

35) and our joint development of a new CID-75 single element detector

designed to replace the photomultiplier tube in single channel systems (see

Single Element Charge Injection Device section). Use of our knowledge has

resulted in successful application of CID devices in atomic emission

spectroscopy as well as additional improvements in atomic emission using a

variety of sources including direct current and inductively coupled plasmas

(see Atomic Emission section) as well as arc and spark.

While the CID currently offers unmatched performance in spectroscopic

applications requiring extreme dynamic range (i.e., atomic spectroscopy), a

second class of imaging array detectors, Charge Coupled Devices (CCDs),

actually provide better performance at extremely low light levels and are

currently available in higher resolution and larger silicon formats.

Techniques which could most greatly benefit from these devices' capabilities

include fluorescence, phosphorescence, and Raman spectroscopies. Unlike

CIDs, we cannot claim to have learned more about operating CCDs in low light

level imaging than anyone else in the world, however it is safe to say we

are right in the middle of the fight. We have developed a better insight

into their capabilities and potential in spectrochemical analysis than

anyone else in the world. As a result of our developing reputation, connec-

tions with the manufacturers and other experts in the field necessary to

exploit these devices have been developed.

Our expertise in the operation and optimization of CCDs, coupled with

our knowledge of analytical spectroscopy, put us in a unique position to use

the abilities of these new detectors to their greatest advantage in improv-

ing chemical analysis. The 2048 x 2048 element array is currently the
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largest area (2-1/4" x 2-1/4") solid state detector in the world. Such a

detector, with over 4 million individual sensing elements, combined with

extremely low read noise and high QE, holds great promise for advances in

simultaneous multielement atomic absorption analysis (continuum AA) (see

Conti- .um Atomic Absorption section). CCD detectors also promise to

revolutionize molecular spectroscopy. Linear CCDs promise to improve per-

formance in molecular absorption measurements, allowing configurations of

miniature, highly rugged portable systems (see section on Holographic Common

Path Interferometric Spectrometers). A new technique for time resolved

spectroscopy, called spectral framing [21], has been pioneered in these

laboratories. The ability to simultaneously obtain complete spectra with a

time resolution of 2 sec has great potential for phosphorescence measure-

ments (see section on Time Resolved Spectroscopy Using a CCD in a Spectral

Framing Mode).

Several factors make charge transfer devices (CCDs and CIDs) excellent

detectors for molecular spectroscopy. Silicon detectors have excellent

quantum efficiency in the ultraviolet and visible region of the spectrum far

superior to the quantum efficiency of photomultipliers which rely on the

ejection of electrons from photocathodes. High quality scientific CCDs have

extremely low readout noises of between 10 to 50 electrons per charge packet

readout. Charge transfer devices are capable of being cooled to 140 degrees

K and below, which all but eliminates dark current and allows integration of

photons for periods measured in hours. The high quantum efficiency, low

dark current and readout noise give CCDs a higher signal to noise ratio for

low light level applications than any other detector, including a photon

counting photomultiplier tube. These detectors are solid state and employ

no electron beam readout schemes; they are extremely rugged, compact, and



stable. CCDs are available in the widest array of imaging formats of any

detector, from 128 element linear devices to 2048 by 2048 element two dimen-

sional devices.

The use of both linear and two dimensional charge transfer devices for

analytical spectroscopy has been limited to date. The reasons for this

include the lack of commercially available scientific detector systems, the

high cost and limited availability of devices and the large amount of com-

puter memory necessary to handle the tremendous amount of data generated by

these devices.

While charge transfer devices are available in home and commercial

video cameras suitable for television applications, they are not widely

available in so called "scientific" cameras. The scientific readout mode

involves a number of factors ncluding precise clocking of charge, double

correlated sampling of the analog signal to remove KTC noise [35] and high

precision digitization.

The average chemist's exposure to solid state devices has been limited

to commercially available photodiode arrays (PDA) and detector systems from

Reticon, PARR, Hewlett Packard, Perkin Elmer and IXB. Photodiodes have been

very valuable in introducing many spectroscopists to multichannel detection

systems, and in high light levels PDAs perform reasonably well. However,

due to limited number of detector elements and the high read noise (greater

than 1000 electrons for the best scientific devices) photodiode arrays are

unsuitable for low light level detection. It should be noted that while

some improvement in PDA technolegy can be expected to reduce the read noise

of these devices, fundamentally the structure of a photodiode will always

impose a lower noise limit that is one to two orders of magnitude larger
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than the read noise of a CCD [36]. While photodiodes are commonly inten-

sified to increase the signal above the read noise of the device,

intensification is done at the expense of substituting the inherently broad

spectral response of silicon with the limited spectral response and quantum

efficiency of a photocathode. For example, with a CCD with 4 electrons of

read noise, which is currently the lowest noise device we have evaluated,

the dominant source of noise is photon shot noise after only a few photon

absorption events. With read noise values this low, intensification is not

only unnecessary but can be counterproductive by swapping the inherently

high quantum efficiency of a silicon device with the lower quantum ef-

ficiencies of photocathodes.

While CCDs have the lowest read noise and largest formats of any detec-

tor, CIDs have several unique capabilities including a variety of

specialized readout modes enabling CID technology to address the problems of

analytical spectroscopy in ways that no other detector system can.

One unique feature of the CID is the ability to measure the

photogenerated charge information contained within a detector element either

by removing the charge or by leaving it undisturbed. These two read modes

are called the destructive read mode and the nondestructive read mode

[37,38]. The ability to mix destructive and nondestructive read modes from

detector element to detector element distinguishes the CID from all other

detectors. This ability has several advantages for analytical spectroscopy.

The first is that individual detector elements may be interrogated as to how

much photogenerated charge has accumulated while photons are still being

collected. This is done without disturbing the charge information already

stored. Based on the signal level measured, a decision can be made to

either continue integrating photons or to read the signal level, store the
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integration time, and then discontinue monitoring that particular site.

This allows adjustment of the integration time from detector element to

detector element to achieve near saturation conditions at every detector

element and hence a maximum signal to noise ratio.

The second advantage is that the nondestructive read allows the reduc-

tion of the system read noise. The sources of system read noise in the CID

include the first stage of the video preamplifier and several on-chip

sources. A major component of the read noise is white or random, through

reading the same charge information multiple times and averaging, the con-

tribution of this component can be reduced. The effectiveness of this

procedure is illustrated in Figures 1, 2, and 3 which show the results of

tests performed using the CID-17 system constructed in these laboratories.

Figures 1 and 2 show the effect of performing multiple nondestructive reads

on signal level. Ideally, no change in signal level should be observed.

The figures show that in fact a 0.1 percent shift is observed after perform-

ing 2000 nondestructive reads. Figure 3 shows the effect of performing

nondestructive reads on system read noise. Read noise is reduced to 60

electrons from 950 electrons after 400 nondestructive reads.

There are a number of significant spectroscopic problems which are in

need of simultaneous multiwavelength detectors with extremely high quantum

efficiencies in the ultraviolet. These include high resolution line width

measurements, multielement detection, VUV laser spectroscopy, etc.

Unfortunately, most CCDs and photodiodes arrays (PDAs) do not have a high

response for UV photons. One of the major reasons sighted for the decrease

in quantum efficiency of CCDs in the UV-VUV region is the presence of over-

laying gate electrodes on the surface of the CCD [371. These polycrys-

talline silicon electrodes strongly absorb the UV light and thus reduce the
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responsivity of the device to shorter wavelength light. Two methods of

reducing this effect have been employed in the past. The first is to thin

the entire CCD to 10 microns and illuminate the device from the back so that

the incoming radiation does not pass through the overlaying gate electrodes

on the front of the device [371. The second method employs virtual phase

technology introduced by Texas Instruments [39], in which ion diffusions,

instead of polysilicon gates, are used to maintain the required potentials.

This greatly minimizes the required number of overlaying gates. While

several CCD manufacturers use the thinning process to fabricate backside

illuminated CCDs, none of them make thinned backside illuminated linear

CCDs. Texas Instruments makes a variety of linear CCDs all of which employ

virtual phase technology.

Evaluations of the Texas Instruments TC101 and TC104 have been per-

formed in our laboratory. Currently, there is no commercial source of

complete linear CCD detector systems suitable for analytical spectroscopy.

As this was the first virtual phase device evaluated in our laboratory,

considerable work has gone into the design and construction of the mechani-

cal and electronic systems needed to operate the CCD, including power

supplies, camera controllers, computer system, liquid nitrogen cryostat, and

temperature controller. After the detector system was functional, sig-

nificant effort has focused on the optimization and characterization of the

electrooptical performance of the system. Even more so than in standard

three phase CCDs, it has been found that the selection of the clock voltage

levels and timing, to a large extent, determine the performance of the

device. Setting the clock voltage levels involves the repetitive process of

adjusting the clocks and measuring device performance until optimum condi-

tions are obtained.
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The electro-optical properties measured so far in this evaluation

include the system read noise, full well capacity, simple dynamic range,

blooming characteristics, the characterization of any spurious signals, and

the quantum efficiency of the device from 1000 nm to 200 nm. The methodol-

ogy used for these measurements has been well defined in the evaluation of

previous devices, and the test apparatus has been designed and described

previously (40,41]. The mean variance method [40] is used to determine the

system read noise, the system gain (in electrons/ADU) and the full well.

Using this test, the read noise was determined to be 150 electrons, and the

full well over 475,000 electrons. In addition, the response of the CCD has

been plotted versus light level in Figure 4. As can be seen from Figure 4,

the response is linear over the entire operating range of the CCD to within

0.2%, with a slight positive curvature. If one uses a simple second order

correction, the deviations from the expected response are less than 0.05%

and thus the device is well behaved over its entire operating range.

The TI linear CCD exhibits a luminescent spot caused by the on chip

preamplifier acting as a light emitting diode. The light emitting diode

causes a spurious signal in the first few detector elements, with the

spurious signal decreasing as one moves down the device. The intensity of

the spurious signal increases with integration time, and thus the spurious

signal is a factor which limits the length of integration time. However,

the signal can be completely removed without degrading device performance by

lowering the voltage applied to the preamplifier FET drain during integra-

tion, and then bringing the voltage back up 2 milliseconds before reading

out the device. Figure 5 shows the output of the device without this cor-

rection for a 1 second integration time, and with this correction for a 100
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second exposure. As can be seen, no spurious charge can be seen, even with

the factor of 100 increase in integration time of the lower trace.

The quantum efficiency of the device has been measured using the in-

tegrating sphere spectrometer system, shown in Figure 6. Calibration was

performed using a photodiode traceable to the National Bureau of Standards.

Figure 7 shows the quantum efficiency of the device from 200-900 nm. The QE

of the TI linear CCD is amazingly high, with the QE over 50% from 375-750

nm, and a QE of slightly higher than 100% at 400 nm. One of the features

which stands out on this curve is the 105% QE at 400 nm. The definition of

QE commonly used in the solid state detector literature is the number of

measured electrons per incident photon [35]. The QE can be related to the

quantum yield by the equation:

QE = QY * QE1  (1)

where QY is the effective quantum yield with units of number of electrons

per interacting photon and QE1 is the interacting quantum efficiency, with

units of the number of interacting photons per incident photon. As the

effective quantum yield is not limited to the range of zero to one, but can

take on higher values as the energy of the incident photon increases, quan-

tum efficiencies can be greater than one. In fact, it has been reported

that the QE of a three phase TI CCD is over 200% for 200 nm photons, and for

X-ray photons, QEs over 10,000% are reported (35]. It is important to

realize that the TI linear CCD has one of the highest QEs of any solid state

detector studied so far over the extended spectral range of 375-800 nm. The

oscillations in the QE as a function of wavelength appear to be a charac-

teristic of virtual phase devices, and have been reported in the literature

for the evaluation of other two dimensional TI virtual phase devices [35].
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During these evaluations, it was observed that the devices do not bloom

(spill charge into adjacent photoactive sites) until the full well of the

device is exceeded several fold. A possible reason for this can be ascer-

tained by examining the device layout shown in Figures 8 and 9. The CCD

consists of a single column of photoactive sites which contain no overlaying

gate electrodes. When the device is read, the transfer phase is clocked and

the charge collected under the photoactive site is transferred to the

transport register, which has been masked with a layer of aluminum to

prevent the creation of charge carriers in this part of the CCD. The

readout of the device is illustrated in Figure 8. Note that while the CCD

consists of a single column of photoactive sites, it contains two transport

registers. Charge collected under even numbered detector elements is trans-

ferred to the even transport register and charge collected under the odd

numbered detector elements is transferred to the odd transport register. To

read out the device, the transport phase is clocked, with the charge in both

registers being moved down both transport registers one step for each clock.

The charge in first the even and then the odd transport registers is sampled

in succession by the preamplifier. Because of geometrical considerations,

the transport registers have four times the area of the individual photoac-

tive sites, and hence should have several times the charge capacity. When

the photoactive site's capacity for holding charge is exceeded, the excess

charge appears to spill into the transport register, and hence doesn't cause

blooming until the transport register's capacity is exceeded. In fact, this

can be used to advantage by simply clocking the transfer phase during in-

tegration to transfer the charge collected in the photoactive site into the

larger capacity transport register, while the collection of charge continues
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in the photoactive site. This idea has not yet been tested, and the pos-

sibility of spurious charge or extra noise being introduced by the multiple

clocking of the transfer phase must be investigated. Currently, the ROM

code in the controller and the computer software are being modified to allow

this type of charge transfer in the transport registers. This technique

could extend the dynamic range of the device by a factor of three or four.

The ability to collect the charge in the photoactive sites and clock

them out of the device in a separate set of nonphotoactive registers is

unique to this linear CCD. This ability might allow a technique to be used

to eliminate the problems caused by blooming. If the transport register is

clocked continuously during integration, any charge which overflows a

photoactive site will spill over into the transport register and be removed

from the device. When one wishes to read out the device, this clocking of

the transport register is stopped, and the device is read out in the normal

fashion. While this will destroy the information contained in the photoac-

tive site illuminated by the intense spectral feature, it will prevent the

charge from the intense feature from blooming and destroying the weak

spectral features one is attempting to examine. For this to work, excess

charge from the photoactive sites must completely spill into the transport

register and not spill into adjacent photoactive sites. Preliminary results

confirm this, but changes in the clocking system to allow independent con-

trol of both the transfer and transport registers must be made before this

can be verified.

The linear CCD detector system performance has been carefully evaluated

and optimized and the system has been used in a variety of applications. A

UFS-200 Instruments S.A., Inc., spectrograph employing a flat field cor-

rected holographic grating which should give an almost flat focal plane
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covering the spectral range from 200-800 nm in a 25 mm focal plane and a

miniature gradient wavelength filter have been investigated.

Another application of this linear CCD which has been investigated is

the use of the CCD as the detector for a holographic common path inter-

ferometric spectrometer. Conventional Michelson interferometers require a

mirror which is moved with very high precision, thus resulting in large,

mechanically complex interferometers. A holographic interferometer can be

used to construct a distinct type of Fourier transform spectrometer which

requires no moving parts [42]. This type of interferometer has many ad-

vantages when compared to conventional spectrometers. These advantages

include the extremely high optical throughput of the system (which is ac-

tually higher than the conventional Michelson interferometers) [43] and an

inexpensive, stable optical system with no moving parts and no dispersive

elements. It is important to note that unlike a Michelson, the inter-

ferogram is resolved spatially rather than in time. Thus, the entire

interferogram is obtained at a given time, and hence, this technique holds

promise for the acquisition of spectral data rapidly, as required for an

HPLC detector or for time resolved spectroscopy.

As mentioned above, there are several inherent advantages of using CCDs

as the detector for a common path interferometer. In this system, as with

conventional spectroscopy, the resolution is ultimately determined by the

number of detector elements present. As previously mentioned, CCDs are

available in a wide variety of formats including the 3456 element linear

CCD, up to the extremely large, 4098 x 4096 element Ford CCD.

Currently, the echelle spectrometer is the only spectrometer system

which takes advantage of such a large number of detector elements in a

square format. However, the use of a cross dispersing prism or grating in



29

combination with a common path interferometer offers unparalleled through-

put, resolution, and speed for a UV-Vis instrument.

A low dispersive grating has been used to disperse the light in the y

direction (see Figure 10), and then be dispersed in the x direction using

the holographic interferometer. As an example, let us consider the 2048 x

2048 Tek CCD. For this device, the output of the system would be 2048

separate 2048 point interferograms, each of which contains a slightly dif-

ferent wavelength range of light. For example, interferogram 1014 might

contain light from 4040 R to 4044 R, and 1015 light from 4044 R to 4048 .

The small wavelength range and the boundary conditions forced on the FFT

allow high resolution spectra to be obtained for each segment [44]. Note

that in this example, to a first approximation, the spectrometer is capable

of achieving the incredible resolution of 0.0004 nm with a spectral coverage

from 200-1000 nm simultaneously. Using the Maximum Entropy Method (MEM)

spectral enhancement technique described below, the apparent resolution can

be increased by a factor of 4. This technique has been demonstrated with

UV-Vis spectroscopy using a holographic interferometer and a PDA [45]. In

addition, the cross dispersion of the light, which separates the spectra

into a series of smaller pieces has been shown to greatly minimize one of

the larger problems associated with Fourier transform UV-Vis spectrometry --

shot noise. In Fourier transform UV-Vis spectrometry, the shot noise of the

entire spectra is spread throughout thb spectra (in other words, the shot

noise of the centerburst of the interferogram is more or less evenly spread

to all spectral features). In addition, the requirement of sampling the

centerburst and the weak fringes imposes an incredible dynamic range re-

quirement on the detector. However, spreading the centerburst out among

2000 separate interferograms greatly reduces both of these problems. Each
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separate interferogram has its own centerburst and the shot noise in each

spectral segment will only interfere with that segment. Thus, this

spectrometer system offers unparalleled throughput and performance and is

ideal for applications such as continuum AA described in a later section.

The construction of such a spectrometer presented a number of practical

problems. Among these are extremely precise mirror and beamsplitter

positioning and stability. The design of the computer system and software

necessary to perform the thousands of Fourier transforms, in real time, for

each spectra is not a trivial matter. As a preliminary study to determine

the feasibility of such a spectrometer system, a holographic interferometer

system consisting of a beamsplitter, two mirrors, two lenses and several

adjustable mounts was constructed. This system initially used the 3456

element TC104 linear CCD. The TI CCD offers several advantages over PDAs

for this study. Its antiblooming capability, lack of dark current and its

ability to measure small photon fluxes will allow multiple exposures to be

performed with varying integration times to increase the effective dynamic

range of the detector. The high throughput and high detectivity of the

combined FT-UV-Vis CCD system make it an ideal system for applications

requiring fast measurements such as HPLC using microbore columns.

The use of the gradient interference filter described previously to

limit the spectral bandpass of the FFT-UV-Vis CCD system was explored. The

input to the holographic interferometer can be limited to a 10 nm bandpass

using the gradient wavelength filter, and then a high resolution spectra of

the 10 nm region can be obtained (to a resolution of 0.003 nm). The exact

wavelength cutoff of the input to the interferometer, which is determined by

the filter position, can easily be determined by taking a low resolution FFT

using a white light source. Using the bandpass just calculated, a high
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resolution spectra can be obtained. This system allows one to acquire a

high resolution spectra over a 10 run spectral region simultaneously, and

then scan the location of this 10 nm window by changing the filter position.

The current gradient filter has a range from 300 nm to 750, but one can be

obtained with a greater wavelength coverage. This type of simple, low cost

system has many applications in its own right, and is a preliminary study to

determine the feasibility of building the 2048 x 2048 system described

above.

The use of a holographic interferometer allows one to make a simple,

low cost, high resolution, extremely high throughput spectrometer. The use

of a cross dispersive element, whether a prism, grating or gradient filter,

allows one to take advantage of the extremely large numbers of resolution

elements available in current CCDs.

Evaluation of Low Noise High QE CCDs for Luminescence Spectroscopy

As mentioned earlier, scientific quality CCDs are the lowest noise

solid state array detectors available, making these devices especially

attractive as multiwavelength integrating detectors for weak phosphorescent

and fluorescent signals. In order to determine the best CCD devices and

their optimum operating conditions for low light level spectroscopy, an

evaluation program for CCDs has been established. For CCDs to be suitable

for luminescence, Raman, time-resolved, or any other spectroscopic applica-

tion which is photon limited, several criteria must be satisfied. These

include low readout noise (typically below 50 electrons), high quantum

efficiency throughout the 200 to 1000 nm spectral region, low dark current,

and freedom from charge transfer problems.
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Linear Spectrograph Detector with Two Dimensional CCD

We have investigated the use of a two-dimensional CCD as a pseudo-

linear detector by employing a technique called "binning." Binning is a

readout mode of a CCD where charge from more than one detector element is

combined on chip before being readout. In the pseudo-linear mode of opera-

tion, charge from every element in a column is summed in the serial

register, which has the effect of combining 30 by 30 micron detector ele-

ments into one large "super element' which could be as tall as 15 mm high.

This tall "super element" more closely matches the typical slit height of

conventional spectrographs without the use of any reduction optics. Since

the charge capacity of the serial register is much greater than the charge

capacity of detector elements in the imaging portion of the CCD, binning

also increases the dynamic range of the CCD, albeit at the loss of spatial

resolution in one dimension. It is important to note that the CCD is the

only device where binning is possible and the advantage of summing the

analog signal on chip as opposed to summing digital data in memory is that

the summed charge is subjected to only one read operation and thus has only

the noise associated with one read, whereas the digitally summed data is

also summing the read noises from each element in quadrature. If the

dominant source of noise is read noise from the detector, then summing in

memory will be noisier by a factor equal to the square root of the number of

summed elements. Binning can be considered as a way of dynamically altering

the "grain size" of the solid state "photographic emulsion" and correspo-

ndingly altering the "photographic speed" of the device. We have continued

working in accurately measuring noise and the charge capacity of both the

imaging array and serial register of CCDs in order to determine the useful

dynamic range of each detector. This in turn resulted in a spectrometer
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where the dynamic range and the wavelength resolution were traded off

against each other depending on the needs of the experiment.

Time Resolved Spectroscopy using a CCD in a Spectral Framing Mode

A unique new readout mode of a CCD has been developed which has been

demonstrated to be suitable for time resolved spectroscopy [21] in the

microsecond and longer time domain. This mode of operation is termed

spectral framing and allows the acquisition of as many as 512 discrete

spectra acquired as rapidly as every 2 microseconds. Each spectra contains

320 points and unlike scanning systems, each wavelength is integrated during

the entire frame time. Spectral framing mode of operation is illustrated in

Figure 11. A spectral image is focused onto the last row of the image

region of the CCD. Photogenerated charge is collected in this row during

the integration period which corresponds to the spectrum during a frame

time. At the end of the integration period the photogenerated charge in

each row of the image array is shifted towards the serial register by one

row. A new spectral image is then acquired in this last row and the process

of collecting and shifting spectral images is continued until the experiment

is finished or the image array of 512 rows is filled entirely with spectral

images. The charge in the CCD is then read and the complete time resolved

spectra is obtained. Each row corresponds to a spectra acquired in a unique

time interval while each column describes the time evolution of the light at

one wavelength. Figure 12 is the time resolved spectra of a xenon flash

lamp over 900 microseconds. The acquisition of spectra is controlled by the

clocking of charge in the image array and can be as short as 2 microseconds

to as long as minutes or even hours. The time base is computer controlled

and can be linear or nonlinear depending on the time dependence of the
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Diagram of CCD used in a Spectral Framing Mode of operation for time

resolved spectroscopy.
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signal. The 2 microsecond time resolution places this method between

mechanical rotating grating rapid scanning instruments which are limited to

time resolution of a millisecond or longer, and streak tubes which can have

a time resolution of a few picoseconds. The advantage over both systems is

the sensitivity of the device for measuring weak transient events without

having to average several events. An advantage over streak tubes which

achieve time resolution by accelerating and deflecting in time photo-

electrons ejected from one photocathode onto a second photocathode, is that

charge from each wavelength is integrated in the same detector element

during the entire experiment. In addition, in spectral framing

photogenerated charge corresponding to a certain wavelength must undergo

exactly the same transfer and readout process regardless of whether it was

formed early on in the experiment or at the end, thus improving the preci-

sion and accuracy of the time base of the measurement. This time resolved

spectrometer is rugged, compact, has no moving parts, requires no voltages

greater than 20 volts, and is extremely sensitive compared to a single

channel scanning system.

Evaluation of New CCDs

Our program of evaluating CCDs is well established and together with

Photometrics Ltd. we have evaluated many unique devices from several CCD

manufacturers for use in luminescence spectroscopy. In the process of

evaluating CCDs for our own use, we have also provided CCD manufacturers

with valuable information about the characteristics of their devices.
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General Characteristics of CCD Operation

Several phenomena associated with the operation of CCDs can affect

their performance in the detection of low light level signals. One

phenomenon observed with several detectors during long integrations is light

emission from the drain of the on chip FET preamplifier. For normal opera-

tion, the output drain, OD, is held at comparatively high voltages of 20

volts or more. This high voltage can cause an avalanche breakdown and

impact ionization with subsequent photoemission during hole electron recom-

bination [35]. The result is that detector elements in the corner nearest

the preamplifier become saturated with charge during long integration

periods destroying any information in this section of the CCD. By lowering

the voltages of the preamplifier during long integration periods and then

restoring them 50 milliseconds prior to reading of the CCD, we have reduce

this self-generated emission by a factor of more than 100. Without this

reduction of charge, long integrations of extremely weak luminescent signals

would be impossible.

One of the main disadvantages of CCDs compared to CIDs has been the

problem of charge spilling from one detector element to adjacent elements

upon saturation, a process called blooming. This problem limits the use of

the CCD in wide dynamic light conditions, such as might be found when

measuring weak phosphorescence in the presence of a strong fluorescent

signal. We are studying the problem of blooming in order to determine how

it will affect the use of the CCD to record spectral data of a wide dynamic

range. A typical CCD with 30 micron square pixels can integrate a total of

400,000 electrons in one detector element before the onset of blooming.

Blooming sets the upper limit of dynamic range and can cause loss of

spectral resolution. Figures 13, 14,and 15 show the dynamic behavior of
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blooming by plotting the intensity of the image from a 25 micron pinhole

illuminated with 500 nm light with a 50 mm focal length quartz lens.

Figure 13 is an image where the brightest element is at 98% of saturation.

Figure 14 is at 117% saturation and charge from the brightest detector

element has spilled over into the next element in the same column.

Figure 15 shows the image at 350% saturation and blooming is quite evident

as charge has spilled over into several adjacent elements along one column.

Note that blooming occurs only along columns and not along rows. This mode

of blooming can be exploited to increase the dynamic range of our CCD when

used as a linear detector for molecular emission spectroscopy. By dispers-

ing spectral lines across the CCD so that the lines run parallel to the CCD

columns, any blooming which occurs will not alter the intensity of adjacent

wavelengths. This effect could also be used with two dimensional echelle

spectrometers by orienting the CCD such that blooming is allowed to spill

charge into the dark spaces separating orders and not in the direction of

the order.

Future CCD characterization work will expand on devices we are cur-

rently familiar with as well as evaluate new prototype CCDs as they become

available. Quantum efficiency measurements will be extended into the vacuum

ultraviolet for both thinned backside illuminated and virtual phase devices.

Fundamental studies of charge transfer effects at low light levels using X-

ray sources [35,461 will be performed to determine the CCDs ability to

quantitatively transfer charge throughout the device. Several new CCDs with

special diffusions implanted in the imaging region of the device will be

evaluated with respect to their ability to resist blooming at photon levels

past saturation. If these devices are truly nonblooming, they will provide

an alternative to CID detectors for atomic emission spectroscopy.
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The benefits of simultaneous multielement analysis, simultaneous back-

ground correction and rapid qualitative analysis have prompted many

investigations into the application of TV type multichannel detectors to

atomic absorption, atomic fluorescence and atomic emission spectroscopy.

The more recent attempts have involved the use of silicon vidicons and

photodiode arrays (PDAs) in various intensified and unintensified configura-

tions to replace the photomultiplier tubes and/or photographic film found at

the focal plane of conventional scanning and direct reading spectrometers.

These approaches have met with some success, however, advantages in simul-

taneity are accompanied by losses in sensitivity and other difficulties such

as insufficient dynamic range in the case of vidicons, and insufficient

number of resolution elements in the case of photodiode arrays. The

problems are particularly severe in the case of atomic emission spectroscopy

(AES) where spectral line intensities can vary over five or more orders of

magnitude and where high resolution coverage of a wide wavelength range is

necessary.

The charge injection device (CID) offers several unique characteristics

which help it overcome the problems of sensitivity and dynamic range which

have plagued the application of imaging detectors to AES. Additionally, the

CID offers several other benefits which are inherent to solid state semicon-

ductor devices such as very high geometric accuracy, ruggedness, low power

consumption and resistance to damage caused by light overloads.

The CID-1IB was the first device to be incorporated into an entire

polychromatic spectroscopy system. The particular CID being used in this

series of studies is a General Electric Co. CID-lIB, which contains 244 rows

and 248 columns of individual detector elements (pixels) for a total of

60,512 pixels. Each pixel is 47 Um long by 35 Um wide, and the overall size
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of the photoactive area of this device is 1.1 cm by 0.85 cm. Much knowledge

has been gained through this system about how to build better systems.

The camera system comprises a high speed microprocessor based control-

ler, a remote camera head and a host computer. The remote camera head

houses the CID detector, clock drivers, all analog circuits, and analog to

digital converters. The CID sensor and charge amplifier are operated in a

vacuum where they are cooled via a copper cold finger to about 770K with

liquid nitrogen. This cooling eliminates virtually all thermally generated

charge thereby making it possible to integrate or store charge on the CID

for many hours. In the 8 hour study there was only about 50 ADU's increase

per detector element which corresponds to only 6.25 ADU's per hour. This

compared to a 12-bit resolution (for full-well capacity) of 4095 ADU's shows

that on the average each detector element has a dark current of about 0.15%

increase per hour and this is independent of total charge stored in the

detector element.

The spectrometer used is a modified Spectrametrics Spectraspan III

echelle grating spectrometer with a quartz prism cross disperser. An

echelle spectrometer was chosen because of its two dimensional display

format. This format allows efficient simultaneous examination of a much

wider spectral range than with a linear dispersion spectrometer when a two

dimensional television camera type detector is used. Initially the col-

limating mirror was changed from a 0.75 meter focal length spherical mirror

to an off-axis parabolic mirror of the same focal length. Also, the camera

mirror was removed and replaced by a Schmidt corrected Cassegrain telescope

which was used as an image reducer so that a larger spectral range would

fall on the detector. A number of studies were conducted with this system.

Eventually though, the spherical aberrations created by the image reducer
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could no longer be tolerated. A second configuration was implemented where

the image reducer was replaced with a 0.35 meter focal length camera mirror

and the CID detector and housing were placed inside the spectrometer

housing. This modification improved the image quality of the spectral lines

immensely but reduced the free spectral range to about one-fifth of its

original size. This tradeoff is acceptable because a spectral window was

found where a large number of elements of interest at this time emit

spectral lines.

Figure 16 shows a typical working curve for the iron spectral line at

271.9 nm. This curve shows the linear dynamic range of a single spectral

line extending over five orders of magnitude in concentration. Table 1

gives the linear dynamic range obtained for six elements using multiple

spectral lines along with the published values obtained by Spectrametrics

under similar excitation conditions and with their standard PMT bank detec-

tion system [47]. This comparison shows that the detection limits for each

element measured are either better or at least comparable to those of the

stock system, and in every case the linear dynamic range goes above that of

the stock instrument.

Quantitative analysis of samples with simple matrices has been

demonstrated with this system. A multielement sample, containing Cu, Ca,

Cr, Ni, Fe and Pb has been made ind analyzed. Working curves for each

element were run and then the multiple element sample was analyzed at two

different concentrations. The results of this type of analysis are given in

Table 2 for NI and Cu. The largest source of error in this system probably

arises from the DC plasma. Future experiments will include a comparison of

this DC plasma with a commercial inductively coupled plasma made by Plasma
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Table 1

ELMN AVLNT LINEAR DYNAMIC RANGE SPECTRA METRICS

£DELo iINAT LINEAR DYNAMRN RANGE

CA 3179A <0.001 - 10,00OPPM 0.007 - 100 PPM

CR 3593A 0.008 - 10,00OPPM 0.02 - 1000PPM

Cu 3247A <0.001 - 10,000PPM 0.02 - 1000PPM

FE 2719A 0.067 - JO,O00PPM 0.05 - 1000PPm

MG 2795A 0.003 - l0,000PPM 0.002 - 1000PPM

NI 3619A 0.02 - 10,000PPM 0.02 - 1000PPM

Table 2

ELEMENT "TRUE" CONC. (ppm) MEASURED CONC. (ppm) REL. ERROR (%)

Ni 30.16 ± .02 30.72 ± .02 1.86%

Ni 80.42 ± .08 78.37 ± .15 -2.55%

Cu 30.02 ± .03 31.91 ± .35 6.30%

Cu 80.04 ± .08 80.78 ± .42 0.92%
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Therm Inc. The other possibility is to modify the source to create a more

efficient and/or stable excitation source.

The tremendous success of the CID-1i camera/spectrometer system indi-

cates the potential these have for emission spectroscopy. During this

period, significant advances have been made by General Electric in CID

fabrication technology. These advances have resulted in higher quantum

efficiency, lower fixed pattern response and fewer defects. One such "new

technology" CID which we have evaluated extensively is the CID-17.

The CID-17 is a 94,672 element array of 23.5 pm by 27.5 um detector

elements arranged in 244 rows each containing 388 detector elements.

Characterization of the properties of the device pertinent to spectroscopy

as been very nearly completed. The detector responds to light from below

200 nm to over 1000 nm. The response to light is linear to 0.005 percent

over a usable dynamic range of over 8000. The dark current of the detector

system is less than one charge carrier every two minutes and all photo-

generated charge can be removed from the array (injected) in a single inject

process requiring less than 10 microseconds.

The effect of the presence of charge at a detector element on the

charge measured at a second element is termed crosstalk. Unlike the CID-Il,

crosstalk in the CID-17 is very slight. The crosstalk occurs to a

measurable extent only along columns and is proportional to the total amount

of photogenerated charge contained in the column under consideration. The

magnitude of the effect is about 0.7 parts per thousand. Because crosstalk

is well understood and characterized it can easily be corrected. In

spectroscopic applications where a large portion of the array is unlikely to

be under intense illumination and hence the total column integrated charge

along any one column is not likely to be very large, crosstalk in the CID-17
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can usually be neglected. In the case of atomic emission spectroscopy, the

first application to which the CID-17 has been put, this has in fact proven

to be the case and crosstalk is in almost all analyses ignored. ONR

Technical Report 42 [35] describes in detail the characterization of the

array detector system.

In light of the improvements made in device operation over the CID-Il,

and the tremendous success achieved with the CID-1i camera/spectrometer

system in simultaneous multielement direct current plasma atomic emission

analysis, the construction of a reduced image size echelle spectrometer for

the CID-17 camera system was undertaken. It was anticipated that with

proper image reduction, true simultaneous multielement analysis could be

performed for virtually every element done by conventional plasma emission

spectrometry. This is in contrast to the somewhat restricted wavelength

region which can be observed by the CID-I camera/spectrometer system neces-

sitating movement of the prism grating assembly to preselected "windows"

where groups of elements may be analyzed.

The ability to mix destructive and nondestructive read modes with CIDs,

as first demonstrated with the CID-II and then with the CID-17, makes them

uniquely capable of achieving the very high dynamic range required by modern

plasma emission spectroscopy. Our work has shown that the ability to

dynamically vary integration time from detector element to detector element

while preventing any detector element from saturating allows artificial

extension of the linear dynamic range of CIDs almost infinitely. In the two

plasma emission systems, dynamic ranges of 7 orders of magnitude are com-

monly realized. These unique properties make the CID the only multichannel

detector capable of meeting the sensitivity and dynamic range requirements

of plasma emission spectrometry.
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The construction of a spectrometer with a significantly reduced image

size was necessary because the optically active area of the CID-17 is only

6.6 mm by 8.4 mm. The instrument is a 750 mm focal length Czerny-Turner

system with a Littrow mounted prism cross disperser. An image size reduc-

tion of approximately a factor of five is achieved. The spectrometer covers

the wavelength range of =225 nm to =500 nm with .04 to .09 nm resolution.

Other properties of the system such as stray light ratios and optical

throughput are currently being evaluated. The evaluation is being carried

out in two ways. The first method measures the effect of the sacrifices

made in optical design in order to achieve a small image in conjunction with

the improvements in detection obtained with the use of a CID. This method

simply involves the measurement of detection limits for various elements by

emission from a commercially available source and comparison to results

obtained with conventional optics and PMT detectors. The second method

actually involves direct measurement of optical throughput as a function of

wavelength and the measurement of stray light.

Mechanical stability of the system is such that removal and replacement

of the camera assembly as well as thermal cycling result in no more than a

25 m shift in spectral line positions. This excellent mechanical

reproducibility is achieved because the spectrometer contains no moving

parts and because kinematic mounting between the camera assembly and the

spectrometer is employed. Although this is better than the original design

called for, spectral line position shift of even this small magnitude cannot

be tolerated.

The original design concept called for active correction for spectral

line shift by referencing the emission lines from a mercury pen lamp. A
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tremendous advantage of completely solid state detection is that the posi-

tions of spectral lines are referenced to the position of some standard so

that great mechanical stability and reproducibility is not required.

Because of the better than expected mechanical stability of the system

however, active correction for spectral line drift is not required. In

fact, the stability of the system is so great that if the camera assembly is

not removed and replaced, drift in the position of spectral line positions

cannot be detected after periods of time as great as several weeks. It

should be pointed out that these results are obtained in a laboratory where

temperature fluctuations of 50C are quite common and where the only thermal

regulation of the system is a small strip heater located near the source

region of the spectrometer base.

The only correction for shift in spectral line positions that is per-

formed in the current system is a check for the shift of the mercury 254 nm

line using a mercury pen lamp when the camera assembly is removed from the

spectrometer. The positions of spectral lines for all elements recorded to

date (=25 elements) are referenced to this line so updating its location

effectively updates the location of all of the other lines.

Commercially available echelle spectrometers which use mercury pen lamp

emission for wavelength calibration use a more complicated scheme to correct

for spectral line position drift. These systems use three mercury emission

lines chosen so as to lie at the extremes of the spectrometer field of view.

Having three reference points allows for correction of translational errors,

rotational errors, and errors involving expansion or contraction

(magnification) of the image. Implementation of this type of correction

scheme, although not strictly necessary, would enhance reliability of the

system and is planned for in the future.
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With this system the concept of the "Intelligent Instrument" begins to

be realizable. Such an instrument calls on the wealth of information avail-

able during the earliest stages of an analysis to decide what parameters and

conditions are most suitable for accomplishing the desired analysis.

One of the first steps toward achieving the goal cf a .u±y intelligent

spectrometer is the construction of a data base of spectral information from

which lines can be selected for an analysis based on the sample at hand.

Measurements of dynamic range and sensitivity for each line have been made

and stored along with information concerning spectral interferences and

potential matrix interferences. Software has been developed to handle the

tasks of wavelength selection, background correction, signal acquisition,

data reduction, and sample handling. A considerable number of elements have

been studied and additional elements are currently under study.

We have demonstrated the unique capabilities of such a system to deter-

mine during the early stages of an analysis of a particular sample a number

of important characteristics of that sample. Using the method of non-

destructive read out, such things as major constituents, background, matrix,

etc. of a particular sample could be ascertained during the very early part

on the analysis. Based on the data from this preliminary read out, a number

of decisions can be made regarding the selection of spectral lines to be

used for the analysis. Such factors as approximate concentration of the

analyte(s) of interest, presence of spectral interferences, severe con-

tinuum, or presence of chemical interferences would dictate whether

resonance or ion lines can be selected and which, from a group of pos-

sibilities, will offer the most freedom from matrix effects.

Two modes of automatic operation are available. In the first mode of

operation, the system queries the operator for the elements to be determined
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in advance, and then would proceed automatically to screen the sample for

major components and for the approximate concentration of each of the

selected elements. Based on the results of this preliminary analysis,

spectral lines for each of the requested elements are selected and the

analysis performed. This mode of operation employs variable integration

time detection at each of the selected wavelengths in order to obtain the

maximum signal to noise ratio. In the second mode of operation, a survey of

the sample will report to the operator the elements present in abundance and

their approximate concentrations. Based on the intensity of a group of

lines due to an element, a rough estimate of the elements relative abundance

can be made.

The ability to measure a large number of parameters associated with the

plasma source continuously throughout an analysis is another very promising

and powerful application of this system. With the knowledge of plasma

excitation temperature, sample matrix composition, and the concentration of

some introduced spike element, a much more accurate semi-quantitative es-

timate of the concentrations of the components of a sample is possible.

Many elemental analysis problems only require a relatively low accuracy

estimate of the concentrations of sample components. Considerable time

savings results if such analyses are run without the preparation of standard

solutions. Sample screening applications come to mind immediately, with

only those samples containing a particular element at a level above some

threshold receiving accurate quantitative analysis involving the use of

standard solutions.

A series of set-up modes of operation will also be available to the

analyst. This will allow the analyst with specific goals in mind to over-

ride some or all of the automatic line selections, background correction
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schemes, etc., and re-educate the spectrometer to perform some specific

function.

The potential for built in safeguards in the intelligent spectrometer

system is almost unimaginable. On the simplest level, since multiple

spectral lines are used for the analysis of each element, checks of self

consistency will reveal any unsuspected difficulty with any spectral line.

Spectral lines giving results in wide disagreement with others for the same

element are subjected to different methods of background correction or

disregarded altogether. Checks of this type have been put into practice

with the CID-17 camera/spectrometer system and show that the precision of an

analysis can be improved as well as its accuracy when the results of deter-

minations using several spectral lines are averaged. Matrix diagnostics are

also possible with such a system. In the routine analysis of a series of

similar samples, differences in sample matrix that would otherwise go un-

detected could be called to the operators attention. Differences in sample

matrix often require separate sets of standard solutions to be prepared so

his type of diagnostic could prevent the reporting of erroneous results.

Plasma diagnostics could be performed in a similar manner, detecting un-

wanted drift in position (particularly DCP), change in temperature

(reflecting a change in power or a change in sample matrix), and change in

excitation conditions.

Measurement of the ratio of the intensity of a plasma emission line

(argon line) to the intensity of continuum in a region of the plasma known

to be free from line emission due to the sample would provide a sensitive

measure of the change of position of a DCP. This type of relatively long

term drift in the DCP, reported to be due to electrode erosion, is a poten-

tial source of change in sensitivity. Plasma position must be readjusted or
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restandardization must be performed in order to prevent this drift from

affecting accuracy. Measurement of the overall intensity of several plasma

emission lines at regular intervals would provide an indication of plasma

stability. Changes in power or sample matrix would effect these intensities

and could also affect analysis accuracy. Changes in the ratios of the

intensities of several plasma lines would indicate changes in excitation

conditions and would also provide important information to the analyst.

The very excellent quantum efficiency of the CID-17, as shown in Figure

17, points to the potential use of CID detectors in the red and near in-

frared regions of the spectrum out to 1.1 microns. The curves show that the

relative improvements in detection that can be made over PMTs are the

greatest in this region of the spectrum. Not shown in this figure is the

fact that red sensitive photocathode materials are generally much noisier

than blue sensitive materials. This is due to the lower work function

materials that must be used to achieve sensitivity to low energy photons.

As the photocathode work function decreases, thermionic emission increases,

increasing the dark current and hence dark current shot noise. PMTs for low

light level applications are usually cooled to minimize thermionic emission,

however, PMTs can only be cooled to approximately -200C before their

properties become unpredictable. The dark current in a PMT can never be

completely removed by cooling. Unlike PMTs, the read noise associated with

an integrating photon detector has no wavelength dependence. The CID-17

detects 800 nm photons with 30% efficiency and 60 electrons of read noise.

Because of the inherent noise of red sensitive photomultiplier tubes, the

improvements that can be made with CID detection at long wavelengths are

even greater than is immediately apparent from Figure 17.
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A number of researchers are currently investigating the spectral region

from 650 to 950 nm as an analytically useful region of the spectrum for

nonmetal analysis by plasma emission spectrometry. Although intense

resonance transitions for these elements occur in the vacuum ultraviolet,

experimental difficulties associated with working in this spectral region

have prompted the study of the analytical utility of nonresonance

transitions. To date, nonmetal detection limits obtained in the red using

ICP and microwave induced plasma (MIP) sources have fallen one or two orders

of magnitude short of detection limits obtained in the VUV with ICPs.

Although some specialized microwave induced plasma sources operated with

helium as a plasma gas show promise for increased sensitivity for nonmetals

[48] a great deal of the difficulty with this spectral region may be due to

the poor performance of the detectors which have been available.

We have evaluated the spectral region from 600 to 1000 nm for nonmetal

quantitative analysis by plasma emission using CID detection. For this

investigation we will use existing CID-1I and a microwave source.

He-MIPs have given satisfactory results when used as gas liquid

chromatography detectors, however, the direct introduction of sample

aerosols can dramatically reduce analyte emission intensity or extinguish

the plasma. Our experience with high power ICPs running at altered pres-

sures and with a variety of plasma gases has shown that these plasmas are

stable and accept large qu.ntities of sample aerosols in a variety of forms

[20]. We have successfully investigated these sources as alternatives to

atmospheric pressure argon plasmas for nonmetal analysis.

In most cases, the ultimate sensitivity of the CID plasma emission

method depends on the intensity of background emission at the wavelength of

analyte emission. Only in cases where background emission is extremely low
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is the detection limit determined by other factors (usually source drift).

High frequency source flicker is much less significant in determining detec-

tion limits when integrating photon detectors are employed as compared to

PMTs. This source of noise does not seem to be important in DCP and ICP

sources when using CIDs.

In the case where background emission determines the detection limit,

detector element saturation level plays a similar role in determining the

minimum detectable signal as it does in absorption measurements. In the

emission measurement, the subtraction of the background signal (Ib) from the

analyte-plus-background signal (I t ) must result in a value greater than zero

for the analyte to be detected. Since there is a noise component associated

with the measurement of Ib' and also a noise component associated with the

measurement of It * this difference (I ) must also be larger than twice the' a

uncertainty that results from the subtraction. As in the case of absorption

measurements, maximum signal to noise ratio is obtained when fluxes are

allowed to integrate to near device saturation. The rms noise on the sig-

nal, being due primarily to shot noise, equals the square root of the

signal. A detection limit condition can be defined as:

I 2( 2 Ix( ))1/2 (2)

Ia,min t2( X2(1t ) + X2(It Ia,min

where I a,min = the minimum detectable signal due to the analyte,

X(It) = the uncertainty in the intensity of the signal from

the background plus analyte, and

(I t - I a,min) = the uncertainty in the intensity of the signal from

the background (Ib).
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As stated above, the principal source of noise is shot noise so:

X(I ) = (It)1/2 and, (3)

t Ia,min ) - (it Ia,min

Substituting the relations for sbot noise in terms of the signal mag-

nitude (3 and 4 above) into equation 2 results in:

Ia,min = 2(1t + It - I a,min)12 (5)

Solving equation 5 for Iamin results in:

1 21
Imin + amin - It =0 (6)

8 2

The solution of equation 6 is:

Ia,min = 4(1/4 + I t/2) /2 
- 2 (7)

recognizing that It in terms of charge carriers is a large number, Ia,min

may be approximated as:

Ia,min = 4(It/2)1/2 (8)

Detection limits which are limited by background emission may be im-

proved by increasing detector full well capacity until the point where
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integration time becomes so long that source drift becomes the limiting

factor. Expressing I n as a fraction of It shows how the sensitivity of

an emission measurement made under conditions of background emission limita-

tions improves with device dynamic range.

i .= 4 (9)
a,min1/(9
It (21 )I/2

Our investigations of the red and near infrared for quantitative

analysis of nonmetals by plasma emission have yielded detection limits

dictated by source background emission.

Only in the case where the detection limit is not determined by back-

ground emission will improvements in spectrometer throughput or detector

sensitivity lead to improvement in detection limit. This is only the case

at short wavelengths (below 225 nm) in the current CID-17 camera/-

spectrometer system. The instrument currently has a long wavelength cutoff

of =500 nm, far from where throughput and sensitivity are lacking.

Previous discussions of the merits of CCDs and CIDs show the relative im-

provement of these devices over PMTs and the narrowing gap between currently

available technology and "perfect" photon detection. Noting these facts

leads one to the conclusion that improvements in detection limits will

require improvements in sources and in some cases improvements in

spectrometer throughput but that when using CCDs or CIDs detectors are no

longer the limiting factor.
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ARC AND SPARK SOURCE EMISSION SPECTROSCOPY WITH

AN OPTIMIZED ECHELLE-CID SPECTROMETER

The classic techniques of spark source emission spectroscopy also has

benefitted from the enhanced capabilities of the CID detection scheme.

The spark source is a well known sensitive technique for direct

qualitative and quantitative analysis of solids. In recent years the use of

technique for qualitative analysis has lost ground to flame and plasma

emission spectroscopy because of the inconvenience of calibrating, develop-

ing and reading photographic emulsions and certain inherent problems

limiting accurate quantitative analysis.

However, the spark does not require liquid samples, eliminating the

major time-consuming task of sample dissolution. This is particularly

important when a large number of solid samples are to be screened.

An appropriately configured echelle-CID spectrometer would eliminate

the problems associated with photographic emulsions. Traditionally, mul-

tielement spark spectroscopy has found greatest application in process and

quality control associated with the production of metals. As in the cases

of plasma and arc excited emission spectroscopy, use of an optimized

CID--echelle system with a spark source should greatly enhance the techniques

capabilities.

The very complex nature of spark excited spectra can be more readily

dealt with both qualitatively and quantitatively through high speed computer

manipulation of the large data base available from the CID-echelle system.

No longer is the user always be forced to use only one or two lines per

element as is common in alloy analysis. No longer is qualitative analysis

almost impossible.
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To prove these concepts a National Spectroscopic Laboratories model

6187 combination arc/spark source and source stand has been interfaced with

one of our custom CID-echelle spectrometers.

Detection limits, precision and accuracy have been determined using a

series of National Institute for Standards and Technologies alloys. While

limitations inherently present due to the excitation mode still exist,

significant improvements in techniques have been gained through accurate

computer processing of the complex spectral data.

Single Pixel Charge Injection Device

Today's CCDs and CIDs offer many advantages which make them very at-

tractive as detectors for spectroscopy. As the previous discussions

demonstrate, these devices are the premier detector for low light level

applications on a single detector basis, not even allowing for the huge

multiplex advantage that they offer. The next logical step is to make a

large single element detector to compete directly with photomultiplier tubes

for single channel applications. After many years of trying to convince

CCD and CID manufactures of this need we have recently been successful. We

are currently interacting with the engineering staff at CIDTEC to implement

such a detector. Recently we received several of these experimental devices

from GE for evaluation. The feedback from our evaluations will allow GE to

decide if this device is a viable product.

Before describing the advantages of these new devices, it is important

to understand the limitations on current photomultiplier tubes (PMTs). Most

analytical spectroscopists still regard the PMT tube detector as state of

the art in low light level optical detection. When operated in the photon
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counting mode, the PMT has many attributes which have made it the choice

detector for nearly every type of low light spectroscopy. Despite its

overall good performance and the tremendous success of the PMT, this detec-

tor has many limitations which result in it being far from perfect. In

addition to the previously discussed limitations encountered when using PMTs

including limited spectral range, low QE, and high dark count rates, several

other problems exist. Exposing a PMT to typical room light conditions while

the detector is operating will destroy it. Select photon counting PMTs are

even more sensitive in that exposing these detectors to even moderate light

levels will cause a dramatic and usually irreversible increase in dark count

rate. This problem occurs even with no power applied to the tube.

These deficiencies point out the need for a superior detection system

for extreme low light level applications. The single element charge injec-

tion device (SECID) promises to be such a detector. The operating

principles of this device are similar to the more conventional charge injec-

tion device imaging arrays in that charge is generated and stored in an

epitaxial N doped silicon layer by the absorption of photons. The accumu-

lated charge is then measured via an intracell charge transfer process [411.

The unique feature of this readout mechanism is that the charge measurement

process is either non-destructive, i.e. the quantity of charge in the sensor

is not altered during measurement and can thus be repeatedly determined, or

destructive, i.e. the charge is removed.

2The sensing area of the experimental SECID is 1 mm . This is extremely

large when compared to the individual detector elements in CCD and CID array

detectors. Because of the large charge sensing and storage area, the charge

storage capacity is enormous. We have measured this to be 130 x 106
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electrons. As with other CCDs and CIDs, the sensor exhibits no permanent

adverse effects from prolonged exposure to extreme light overload.

Advanced Sample Introduction Techniques

During the course of this project, considerable progress has been made

in developing nebulizers capable of allowing direct analysis of very complex

samples. A variety of nebulizer configurations have been evaluated includ-

ing new Babington geometries optimized of high performance liquid

chromatography, blood analysis, etc. and the heated Babington Principle

nebulizer for the direct determination of wear metals in lubricating fluids.

The need for rapid, accurate determination of wear metals in lubricat-

ing oils has long been documented [49-551. Such analyses could save

significant amounts of money in both military and private applications by

providing a profile of the condition and wear of mechanical systems and

predicting premature failure and the need to rebuild [55]. Current commonly

used methods such as solvent dilution atomic absorption (AA) spectroscopy

and inductively coupled plasma atomic emission spectroscopy (ICP-AES) give

results which are known to exclude metal present in the form of particulates

as the particulates settle out of the diluted oil and are never aspirated

into the source [56]. The use of ashed AA does give total metal content,

but this method is very time consuming and technician intensive as well as

providing ample opportunity for sample contamination.

Data using direct injection of lubricating oils into an inverted ICP

have been promising. A sample of oil is drawn directly from the operating

engine using a syringe and is injected into the ICP using the same syringe
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with a stepper motor controlled sample introduction system. The particu-

lates present in the sample in the inverted ICP system fall through the

plasma rather than settling out. Linear working curves have been estab-

lished over at least two orders of magnitude using a variety of

organometallic standards in lubricating oils and results obtained have

compared favorably to ashed AA studies [561. The use of a heated modified

Babington principle nebulizer has virtually eliminated the viscosity effects

of various weights of motor oil.

Improved Efficiency Nebulizer

Significant gains have been made over the course of this project in

reducing the quantity of the sample lost down the Babington principle

nebulizer drain. Today "Babington principle" nebulizers bear virtually no

resemblance to the hollow sphere pierced by a hole of the original design.

However, as with other commercially available nebulizers such as the

Bernoulli, crossed capillary, MAC, etc., a sizable amount of sample is lost.

In attempts to improve on this situation, several workers have investigated

glass frit nebulizers [57-601. By forcing nebulization gas through the frit

while flowing solution over the frit, a high quality aerosol has been

reported. Additionally, loss of sample down the nebulizer drain can be

drastically reduced.

The frit nebulizer can easily be regarded as a multiple orifice

Babington where the number of orifices has been carried to the extreme.

Unfortunately, this nebulizer has a rather significant problem with sample

carryover or crosstalk. This fact is not totally surprising when one con-

siders the vast number of crevices present in the frit, not all of which are

flowing nebulization gas. These "blind alleys" provide sites for a sample
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to "hide in" and slowly bleed out of into subsequent samples. We have

recently configured a nebulizer which greatly minimize this problem while

retaining the high sample efficiency of the frit.

In this nebulizer, a type of capillary array originally developed for

microchannel plate image intensifiers is used in place of the frit. These

arrays consist of a very large number of relatively precise diameter capil-

laries fused together into a disc.

Since the technology must accurately reproduce an optical image with

good fidelity, blemishes, plugged capillaries, etc., must be minimized. The

"blind alleys" and other sites present in the frit are either eliminated or

at least greatly minimized. Capillary diameters are available over the size

range we consider (based on frit data) most optimal (i.e'., 2, 3, 5, 10 U).

Studies conducted in our laboratories and by Jeff Babis at Beckman

Instruments indicate high quality aerosol can be produced and sample

crosstalk is greatly reduced.

EXCITATION PHENOMENA IN INDUCTIVELY COUPLED PLASMA

Inductively coupled plasmas have been used for qualitative and quan-

titative analyses for well over a decade, yet many of the fundamental

excitation and energy transfer processes are still not fully understood.

Lovett [61], Boumans and De Boer [62], Blades and Hieftje [63], and many

others have proposed models that explain some of the phenomena occurring

within the plasma. However, no one theory advanced so far has proven to be

completely successful. A study of rates and reaction mechanisms within an

inductively coupled plasma operating at a variety of working pressures

promises to prove quite valuable in providing additional insight into the
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basic nature of the analytical plasma. The fundamental knowledge gained

through the study and characterization of analytical plasmas is providing

basic insight into plasmas used for other applications such as plasma etch-

ing and glcw discharge phenomenon.

Existing literature [64-66] dealing with the use of radio frequency

inductively coupled plasmas operating at other than atmospheric pressures

has been confined, for the most part, to studies of homogeneous plasmas

operated at reduced pressures. These studies establish the basis for pursu-

ing this line of research but are of little value in describing the

mechanisms within an analytical inductively coupled plasma. The studies by

Medgyesi-Mitschang and Hefferlin [67] demonstrated that operating pressure

did effect the emission intensity and therefore the excitation temperature

of the plasma support gas.

Plasma Equilibrium

Numerous previous studies [68-731 have demonstrated that Local Theraal

Equilibrium (LTE) conditions do not exist within an ICP operating at atmos-

pheric pressure. Local Thermal Equilibrium is a state in which all energy

distribution functions with the exception of that of the radiant energy are

given by Boltzmann distributions. The departure of atmospheric ICPs from

LTE is manifested in the fact that the observed electron densities cannot be

reconciled with the spectroscopically measured excitation and ionization

temperatures. In fact, the measured excitation temperatures for different

species in the plasma are inconsistent. Caughlin and Blades [68] have shown

that the experimentally determined ion-atom emission intensity ratios in an

atmospheric pressure ICP are less than calculated LTE ion-atom emission

intensity ratios. Medgyesi-Mitschang and Hefferlin found that for plasmas
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operating at reduced pressures the electron density decreased while for

pressures below 300 Torr the Ar atomic emission intensities increased with

decreasing pressure. In order to study the effect of torch pressure on the

operation of an analytical ICP a variable pressure torch was designed and

built (see Figure 18). The system allows the torch pressure to be varied

between 100 and 3000 Torr while the plasma is in operation.

Studies performed using the altered pressure torch system have shown

the same trends as observed by Medgyesi-Mitschang and Hefferlin for the

pressure region below 300 Torr. It was found, however, that the emission

intensity and therefore the excitation temperature of the support gas

(argon) and analyte species increased with pressure above 300 Torr (Figure

19). Studies investigating analyte excitation temperatures showed no in-

crease with decreasing pressure below 300 Torr (Figure 20), indicating that

the excitation mechanisms are such that at lower pressures the interaction

between the analyte and the plasma is reduced. Calculations of relative

electron densities within the plasma indicate a marked increase in electron

density with increasing pressure. The higher the electron density, the more

likely the excitation processes in the plasma are collisionally dominated,

and therefore the plasma should be closer to local thermal equilibrium (LTE)

as defined by Caughlin and Blades [68]. This shift towards LTE is par-

ticularly useful because LTE conditions are often assumed, thus allowing use

of LTE formulae (such as the Saha equation (74]) for the calculation of ion,

atom, and electron distributions within the plasma. Through the manipula-

tion of torch pressure, to adjust plasma conditions closer to or farther

away from LTE, the validity of the LTE assumption for atomospheric pressure

ICP can now be determined.



" PRESSURE GAUGE 69

COOLING WATER

Lc =wCOOLING AIR

GATE VALVE I

TO ROOM

TORCH

GATE VALVE
TO PUMP

PUMP

ALTERED PRESSURE TORCH SYSTEM

Figure 18



70

200

Ar(I) 4 1 5.8nm

__ 50

I-

Io-
z

50

t00 300 500 700 S00 1100 1300 1500

tort
F0o 40 o '1 '10 tio 120  160 1:0 -10

kPa

PRESSURE

Figure 19

Plot of Ar(I) 415.8 nm emission line intensity vs.
torch operating pressure, normalized to 100% intensity
at atmospheric pressure.
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Plot of C(I) 247.9 nm analyte emission line intensity
vs. torch operating pressure, normalized to 100% intensity
at atmospheric pressure.
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These studies have taken the form of a series of experiments, at a

variety of torch pressure, determining the electron density and electron

temperature by methods independent of assuming LTE and by methods that

assume LTE conditions.

LTE electron densities have been determined by stark broadening of the

hydrogen beta 486.13 nm line. Stark broadening of the hydrogen beta line

has been commonly used for electron density determination within inductively

coupled plasmas and is well documented [75-77]. The technique requires a

monochromator of only moderate resolving power. The disadvantage of this

method is that it does require perturbing the plasma by introduction of a

source of hydrogen, usually H20.

The distribution of various species within the plasma has also been

studied by spatial mapping of the plasma as a function of pressure.

Spectroscopic investigations have been carried out on an argon inductively

coupled plasma operating at non-atmospheric pressure. The relationship

between torch pressure and a number of plasma operating characteristics was

explored for torch pressures between 100 and 3000 torr. The plasma operat-

ing characteristics examined include observed analyte emission intensities,

electron densities, ion to atom ratios, and the deviation of plasma condi-

tions from local thermodynamic equilibrium.

The effect of pressure on the observed analyte emission intensities was

found to include factors in addition to the change in density of species

within the torch. Emission lines originating from ions and atoms with high

ionization potentials (greater than 7 eV) increased in intensity with in-

creasing torch pressure, in excess of that predicted by the increase in

density of species present. Conversely, emission lines originating from

atoms of low ionization potential decreased in intensity with increasing
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torch pressure despite the increase in density. The results of the spatial

determination of electron densities and ion to atom ratios indicate that

excitation conditions within the central channel of the plasma are shifted

towards conditions of local thermodynamic equilibrium as the pressure within

the torch is increased. In addition, it is possible to obtain improved

limits of detection by optimizing the torch pressure for the analyte element

of interest.

SELECTIVE PHOTOIONIZATION FOR MASS SPECTROMETRIC

ANALYSIS OF COMPLEX MIXTURES

Trace analysis of compounds in complex matrices is one of the most

challenging problems in chemical analysis. Many typical "real world"

analytical problems fall into this category. Lacking a technique with

sufficient selectivity to probe a molecule of interest without interference

f-om matrix components, the analyst is virtually always faced with the

necessity of separating the analyte from these interferents prior to the

a..alysis. For very complex samples, such as coal tars, foodstuffs, or

biological samples, this is usually a difficult and tedious procedure. Mass

spectrometry is one of the most sensitive probes available for trace

analysis, but since the common techniques for producing ions for mass

a.talysis have little or no selectivity, its applicability to real world

m.xture analysis is impaired by the time and effort involved in the separa-

tion step. Gas Chromatography-Mass Spectrometry (GC/MS) has become a

powerful tool for dealing with .his problem, but the need still remains for

more selective ion sources, to reduce the sample clean-up requirement.
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One approach to selectivity in ionization is photoionization. The

basis of this approach lies in the utilization of the different ionization

energies of mixture components, to ionize a small fraction of compounds from

a mixture with high efficiency. The ionized components can then be analyzed

mass spectrometrically, while the remainder of the mixture is pumped away as

neutral molecules. Photoionization mass spectrometry has been used for some

time in the study of highly excited states and ionization phenomena in atoms

and molecules. The major impediment to the the use of the technique for

analytical purposes has been poor sensitivity, due to the low intensity of

vacuum ultraviolet radiation available from conventional discharge lamp

sources. This type of source has been used with success in sensitive

photoionization detection of gas chromatographic effluents at atmospheric

pressure. In this case, the high density of carrier gas molecules serves to

increase the average residence time of analyte in the radiation beam by

collisional confinement, resulting in enhanced photoionization efficiency.

(See section on Atmospheric Photoionization.) In the rarified environment

of a mass spectrometer ion source at high vacuum, analyte molecules move

freely through the ionization volume at thermal velocities, and average

residence time in the beam is thus very much smaller. In this case, in-

creased photoionization efficiency can only be brought about by increasing

the intensity of ionizing radiation. The advent of high-power lasers has

made available the radiation intensity necessary to overcome this problem,

and has led to a renewed interest in photoionization as a source for

analytical mass spectrometry [78].

Selective and sensitive photoionization mass spectrometry can be ac-

complished using a variety of strategies. The ability of resonance-enhanced

multiphoton ionization to discriminate chemically similar molecules in a
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simple mixture has been demonstrated [79]. A second approach is to use

nonresonant photoionization to ionize all compounds whose ionization poten-

tials lie below a threshold value determined by the photon energy. This can

be accomplished using a nonresonant multiphoton [80,81] or single photon

process. Single photon ionization requires radiation in the vacuum

ultraviolet (VUV) region, since the ionization potentials of most organic

molecules lie in the range 7-14 eV.

Since the first report of laser action in H2 [82,831, single-step

photoionization using a VUV H2 laser has been reported in a number of

laboratories (84-871. Ion current produced by the laser has been reported

to exceed that for a conventional H2 discharge lamp by a factor of 105 [871.

Two-step photoionization has also been demonstrated, in which the H2 laser

was used to ionize a number of molecules from intermediate states excited

with a N2 laser [86,87]. The use of the H2 laser to prduce ions for mass

analysis was first reported by Potapov et al. [88] for methylaniline and

dimethylaniline.

Evaluation of the H2 laser photoionization technique as a selective

source for analytical mass spectrometry has recently been made in our

laboratory [22,89]. The experimental system used in this study is shown in

Figure 21 and consists of the laser, coupled with a simple linear time-of-

flight mass spectrometer. This mode of mass analysis allows the acquisition

of an entire mass spectrum on each laser pulse, in contrast with scanning

systems based on magnetic sector and quadrupole instruments. This work has

demonstrated great potential for application in the area of trace analysis

of pharmacologically-active compounds in biological matrices. The aim of

the studies described in this research proposal will be to exploit this
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potential through better understanding of the techniques capabilities and

the development of methods for analysis of specific drugs and metabolites.

Progress to Date

A list of compounds which have been ionized by the H2 laser in our

laboratory is given in Table 3. In general, the types of organic compounds

ionized below 7.8 eV are composed of aromatic amines, secondary and tertiary

aliphatic amines, nitrogen-containing heterocycles, polynuclear aromatic

hydrocarbons (PAH's), and a number of other compounds which have stabilized

molecular ions. Easily ionized nitrogen compounds are trivalent with a

largely nonbonding lone electron pair. Substitution by electron-donating

groups enhances the ease of ionization. The hydrocarbons have extended

systems to stabilize the ion. A number of analytically interesting species

fall into these categories, including many pharmaceuticals and drugs of

abuse. Selective ionization is particularly interesting for these com-

pounds, since analytical samples typically occur in complex biological

matrices such as blood serum and urine. Additionally, nearly all

polynuclear aromatic hydrocarbons with three or more rings have ionization

potentials below 7.8 eV. These species are of particular interest for

environmental samples since many of the compounds are carcinogenic.

The H2 laser pulse energy is currently about 30 VJ over a series of

lines in the 150-160 nm region, with a duration of 0.9 nsec. Since the beam

is focused only to the extent necessary to permit a clear transit through

the ion source, the energy density is insufficient for production of multi-

photon ionization events at an observable level. Under these conditions,

the "two-ladder" process (90] leading to fragmentation observed in multi-

photon ionization experiments is inoperative. Furthermore, for molecules
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Table 3

Compound Formiula IP(ev)

Amms riethylaIifI C6 .i1.

trl-m-propytamile C9N M 1 1.2
tri-n-ouylie C1iz 427 If

tri-n-IhexylamineciH39.--

dlphenylaulne12H 1 1 7.3

aniline, C6 H7N 7.7

N.4-dimhylanilint C3 M11 N 7.2

o-bromi)-4.N-dIvt'vy Iflan . C8 H 10M4r 7.3

4-unnmobipnenY1 2H1 N 7.5

N-heterocycles: indole CRI47N 7.8

1.2.3,4-titrahydraquinoline r .4 11N7.6

caroazoI.C1 91 7.2

phmnothiallfle C12 S 9 IS 7.7

promazine C17M 20 N2S 7.2

Promet)'azing C17 N 2M2S 7.3

AqwthildZint 8R 0x2 7.3
trimeprazime cis M22 N2S 7.3

ch~lorpromazime C17 M19 11sc1 7.4

~A:atulene CIO Ha 7.4

Acenapthene C1 107.7
antftracmne C14H 10  7.5

phenanthrn C14H 10  7.8

Othtr: 0-dimetIIozybenzent cs M 1002 7.7
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studied thus far the photon energy of 7.8 eV results in transitions into the

ionization continuum (or into autoionizing states) which are on the order of

0.1-0.6 eV above the ionization potential (IP). It is expected, therefore,

that molecular ions will be formed in their ground electronic state. For

large molecules, direct transitions into the ion ground state are generally

accompanied by little vibrational excitation, and therefore channels produc-

ing fragment ions are not active [91]. For all compounds studied to date,

the photoion signals observed consist only of parent molecular ions.

Selectivity of the photoionization process itself is very high. For

example, the spectrum resulting from venting a small portion of an injection

of a 50% (by volume) mixture of diethylamine and triethylamine (IP's of 8.0

and 7.5 eV, respectively) shows a strong signal for the triethylamine, while

the diethylamine is completely rejected. Photoactive compounds currently

can be introduced into the ion source through a heated inlet system as

dilute solutions in organic solvents, without interference from the solvent.

The selectivity of the single-photon ionization process and the lack of

ion fragmentation greatly simplify the spectra of complex "real world"

mixtures. This has been demonstrated for simple solvent extracts of

foodstuffs such as brewed coffee, soy sauce, and beer, and of biological

samples such as urine and blood serum. The biological samples were spiked

at the 100 ppb, a clinically realistic level, with several phenothiazine

tranquilizers prior to the extraction. Selective photoionization of these

extracts yields clear spectra of the spike compounds, which are free of

signals due to the matrix.
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Comparison with Multiphoton Techniques

H2 laser photoionization is a threshold ionization technique which will

ionize all compounds in a mixture whose ionization potentials lie below the

photon energy. Since only parent molecular ions are produced, there is a

one-to-one correspondence between peaks observed and compounds ionized.

Thus, an interpretable spectrum is obtained, even in the case of a mixture

with a number of easily ionized components. On the other hand, nonresonant

multiphoton ionization generally results in fragmentation of the parent ion,

producing spectra that resemble those from low-energy electron impact (81].

This can easily lead to a confusing spectrum in the same case.

Resonance-enhanced multiphoton ionization requires retuning of the

ionizing radiation for each compound ionized. It is possible to obtain

parents-only ionization by this approach, by using a low energy density

(i.e., low laser power). In general, the power necessary to accomplish this

appears to vary with the molecule (79], and so it will likely be necessary

to adjust not only the wavelength, but also the laser power for each com-

pound analyzed, in order to obtain soft ionization. The H2 laser itself is

a "superradiant" device which has no mirrors to align. It is inexpensive to

build and easy to operate, compared with the high-power tunable dye laser

systems required for resonant multiphoton ionization. H2 laser photoioniza-

tion is, however, limited to easily ionized compounds, and is not capable of

isomer discrimination. Because of the lack of fragmentation in the single-

photon ionization process, structural information is not obtained. It

should be possible to induce fragmentation by auxiliary mechanisms, if

desired (see below).
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Analysis of PAH's and Pharmacologically Active Species

As already mentioned, the types of compounds accessible by the H 2 laser

photoionization technique include many pharmacologically-active species,

including a large number of pharmaceuticals and drugs of abuse. Some ex-

amples of drugs which are good candidates for analysis by this technique are

shown in Figures 22 and 23. Very little data exist on the ionization poten-

tials of these compounds. Thus, it has been necessary to determine their

ionizability in this system experimentally on an individual basis.

Drugs are typically excreted in the form of relatively small amounts of

the parent compound, with larger amounts of metabolites. When the metabo-

lism process leaves intact the functionalities associated with easy

ionizability of the parent, it should be possible to also observe the meta-

bolites in the spectrum, which uill produce a "fingerprint" to enable a

Jlear identification of the drug ingested. In certain cases analysis of the

concentrations of various metabolites should be useful in indicating the

original dose level and some idea of the time since ingestion (clearly the

various metabolic rates vary with individual but even a semiquantitative

estimate could be useful in many cases). For example, in the case of

cocaine, clinical studies have indicated that 25-40% of the ingested drug is

excreted as the principal metabolite, benzoylecgonine, in the urine [92]. A

time-course study of the urinary excretion of benzoylecgonine followed by

nasal ingestion of cocaine in humans showed the appearance of benzoylec-

gonine in 1-4 hrs and a peak concentration of this metabolite in urine at

10-12 hours. Wallace et al. applied G.C. analysis to urine samples where

patients received cocaine as an anesthetic agent [93]. Eight hours after

drug intake, observed concentration ranges of 10 - 124 ug/ml and 0 - 3 vg/ml

were reported for benzoylecgonine and cocaine respectively. A significant
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level (up to 44 pg/ml) of benzoylecgonine was detected in the urine 24 hours

after ingestion. However, no cocaine was detected by G.C. analysis in the

urine for any of the patients after 25 hours. Wallace et al. reported that

23 individuals not receiving cocaine yielded an average urine blank of 0.14

vg/ml for benzoylecgonine. This demonstrates the need for an alternative

technique which is more sensitive and less subject to interferences.

H2 laser photoionization mass spectrometry has advantages that make it

particularly attractive for rapid, trace level screening for drugs of abuse.

The instrumentation required could be put into mass production and is rela-

tively inexpensive to build and simple to operate. The size and portability

could also be greatly improved through utilization of three dimensional

quadrupole ion traps or miniaturized ion cyclotron resonance (ICR) mass

analyzers. Speed of analysis is enhanced by the ability to introduce

samples by solution injection, as well as by the greatly reduced level of

sample pretreatment required. The use of precolumns packed with a

hydrophilic polymer has been reported for direct injection of aqueous

samples in gas chromatography [94]. The use of such a device in the present

system could provide a further substantial speed increase, offering the

possibility of direct injection with no pretreatment.

A detailed evaluation of the quantitative aspects of H2 laser photo-

ionization mass spectrometry has been impractical until recently because of

the photographic method of data acquisition used. The level of 100 ppb of

phenothiazines used in the previous biological matrix study is well within

the "therapeutic window" for chlorpromazine estimated by Curry [95]. It is

clear, therefore, that the sensitivity is fully sufficient for determination

of at least one class of easily ionized drug compounds at physiologically

meaningful levels. Recently, a digital oscilloscope has been added to the
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system to acquire mass spectra with computer control via an IEEE-488

interface. The oscilloscope is capable of averaging spectra over one to 256

laser pulses without sacrificing the ability to record the full mass

spectrum on each laser pulse. Detection limits have been determined for a

group of several polynuclear aromatic hydrocarbons. The ability to average

spectra over many laser pulses has resulted in an improvement in detection

limits for solid residues and solution injections of photoactive species.

Detection limits for polynuclear aromatic hydrocarbons are on the order of

20-50 ng. However, calculations of detector gain based on measured ion

6current values reveal that the gain can be no greater than 10

Additionally, the two stage preamp used to boost the ion signal has been

established as the limiting factor in detection of ions. Therefore, the

system can be greatly improved through the use of new high gain, muitichan-

nel plate detectors. Three-stage multichannel plate detectors have gains as

high as 10 9, eliminating the need for further amplification. It is es-

timated that the use of such a device would improve detection limits of

PAH's by 3 orders of magnitude. Such an improvement would give more than

adequate sensitivity for analysis for PAH's in environmental samples. With

the ability to average mass spectra over a larger number of laser pulses,

new digital oscilloscopes capable of averaging up to a million waveforms

will yield an even greater improvement in detection limits.

Fundamental knowledge gained with the TOF mass analyzer should prove

very useful in assessing the technique's value as a possible selective ion

source with other types of mass spectrometers. The ion trap concept holds

the additional promise of allowing trapping ions produced from numerous

laser pulses before actually measuring the masses of the trapped ions. The
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selectivity of the laser ionization technique will significantly reduce the

number of matrix ions trapped resulting in vastly improved detection limits.

The information available in the H2 LPMS experiment can also be greatly

expanded by the use of a Fourier transform ICR system for mass analysis.

This method inherently lends itself to use with pulsed ion formation. The

technique is capable of making exact mass measurements, enabling the deter-

mination of the elemental composition of molecular ions. Collision-induced

decomposition for determination of the mass spectra of primary ions in an

FTMS system has been reported [96].

Ultimately, it will be desirable to evaluate the technique with other

types of mass spectrometers.
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LTE Conditions within the Central Channel of the Plasma

THOMAS R. SMITH and M. BONNER DENTON*
Shell Development Co., P.O Box 1380, Houston, Texas 77251 (T.R.S.); and
University of Arizona, Department of Chemistry, Tucson, Arizona 85721 (M.B.D)

Studies were performed on the effect of torch pressure on the excitation of the ionic and atomic emissions; k is the Boltzmann
conditions within an inductively coupled plasma (ICP). Experimentally constant; h is Planck's constant; me is the mass of an
measured magnesium ion-to-atom ratios and electron densities were used electron; 6LE is the energy difference between the upper
to determine the deviation of the plasma from local thermodynamic state of the atomic transition and the upper state of theequilibrium (LTE) conditions. Results of these studies indicate that the ionic transition; n, is the electron density; and T is the
plasma is in an infrathermal state when operated at atmospheric pres-
sure, and excitation conditions within the central channel of an ICP shift ionization temperature.
towards LTE conditions as torch pressure is increased. If the plasma is in a state of Local Thermodynamic
Index Headings Inductiel, coupled plasma; Pressure; Local thermo- Equilibrium (LTE), then T, = 7', = T.. = Tson. However,
dynamic equilibrium; Emission spectroscopy; Electron densities; Ion-to- this has been found to not be the case for an argon
atom ratios. atmospheric pressure inductively coupled plasma. To de-

termine the extent of deviation from LTE conditions,
one can measure magnesium ion-to-atom ratios and com-

INTRODUCTION pare them to magnesium ion-to-atom ratios calculated
for theoretical (LTE) conditions. The deviation from LTE

The state of a plasma in a closed system can be char- is expressed as a "b," value, which is defined as the ob-
acterized by measuring a few macroscopic properties such served ion-to-atom ratio divided by the theoretical ion-
as pressure, temperature, and concentration. Several sta- to-atom ratio:4

tistical distribution functions, all of which are sensitive
to temperature, relate these macroscopic properties to ( /lo)ob, (2)
the microscopic state of the species within the plasma. (I/Io)TE

These distribution functions include: Maxwell, Boltz- A b, value equal to one implies that the plasma is at LTE
mann, and Saha distributions and Planck's law.' conditions.

Maxwell's distribution gives rise to the gas kinetic tem-
perature of a particle (T ,,,) and the electron temperature
(T,). The population distribution of bound states, energy EXPERIMENTAL
levels below the next ionization potential of the species, Magnesium Ion-to-Atom Ratios. Magnesium ion-to-
is a function of the Boltzmann distribution. The popu- atom ratios [Mg(II)/Mg(I)] were measured for the cen-
lation of each energy level within an atom or ion is de- tral channel of the plasma at a number of different torch
termined by the excitation temperature (T..). In ICPs, pressures. The variable pressure torch and optical peri-
different excitation temperatures are often reported for scope described elsewhere5.6 were used to collect spatial
species in the same location of the plasma. 2 In fact, dif- maps of the magnesium emission line. The spatial maps
ferent excitation temperatures are even reported for dif- ranged from 5 mm on either side of the center of the
ferent transitions within the same species.' Excitation plasma and from 8 to 28 mm above the load coil. Data
temperatures can be determined from the relative emis- were taken at 1-mm steps horizontally end 2-mm steps
sion intensities of several lines from a given species. The vertically. Figure 1 shows the effect of pressure on the
population distribution of ionization products is gov- maximum observed emission intensity for the Mg(II)
erned by the Saha expression. The Saha distribution 279.553-nm and Mg(I) 285.213-nm emissions. It can be
determines the ion-to-atom population ratio for a species seen that, while both emissions increase in intensity with
as a function of ionization temperature (T,,,). The fol- increasing pressure, the magnesium ion emission appears
lowing equation (Eq. 1) relates the ionization tempera- to increase more rapidly than the magnesium atom emis-
ture of a species to the experimentally observed ion-to- sion. A number of workers have reported that the ratio
atom emission intensity ratio: of emission intensities from species in the central channel

I- =.2(2rmkT 2 g'A * of the plasma is not affected by the Abel inversion pro-
._ = n,h3  goAo \* exp(-AE/kT) (1) cess.' Therefore, observed emission intensity ratios were

used for temperature determinations and ion-to-atom
where 1, and Io are the intensities for the ionic and atomic ratio calculations, to minimize computational errors.
emissions; g- and go are the statistical weights of the The effect of increasing torch pressure on Mg(II)/Mg(I)
upper states involved in the emissions; A' and Ao are intensity ratios is shown in Fig. 2. The ion-to-atom ratios
the Einstein transition probabilities for spontaneous are the maximum Mg(II)/Mg(I) ratios observed in the
emission for the transitions; X* and Xo are the wavelengths normal analytical zone of the central channel of the plas-

ma. The central channel of the plasma was chosen for
Received 5 May 1989. study because it is the region one views in order to per-
Author to whom correspondence should be sent. form analysis using an ICP.

Volume 43, Number 8, 1989 oo3728/94" 13M,20010 APPLIED SPECTROSCOPY 1385
C 1989 Socet) for Applied Spectroscopy



.4 .

* MAGNESIUM TABLE I. Measured and theoretical vales for the region of highest
- 'S Mg(ll)'Mg(l) in the central channel.

'Stark half-
width n, T, Mg(Il) Mg(ll)

Pressure (nm) (cm - ) (K) Mg(1) Mg(l b.

Mea- Mea- Mea- Calcu- Calcu-
sured sured sured lated Exp. LTE lated

750 0.162 7.4 x 10' 7540 2.1 19.6 0.11
960 0.157 7.1 x 10" 7440 3.5 17.1 0.20

1150 0.161 7.3 x 10' °  7410 3.8 15.7 0.24
o 1250 0.203 1.0 x 10'1 7580 4.1 15.6 0.26

1400 0.223 1.2 x 10"1 7630 5.4 14.2 0.38

P E SSMUE ("RR ) ' .. .

FIG. 1. Plot of emission intensity vs. torch pressure for: (A) Mg(I) between electron density, electron temperature, and
285.213 nm; (B) Mg(ll) 279.553 nm. Emission intensities are in analog.
to-digital converter units (ADUs). pressure. This relationship is given by:

- P 2g-(27rmqkT 3/2exp(-AE/kT,) (3)

Emission Line Profile Broadening. Electron densities , k ,g-' h2  /

were measured for the plasma through Stark broadening where P is the measured torch pressure, and T, is the
of the hydrogen beta line (H8 486.1 nm) emission profile, electron temperature.
Water was introduced into the plasma as the source of This equation can be used to calculate electron tern-
hydrogen for the broadening determination. The ob- peratures from the electron density and the torch pres-
served broadening was corrected for thermal Doppler sure (see Table I). The calculation of electron temper-
broadening and the instrument broadening caused by atures is done in an iterative manner, where LTE
the monochromator. conditions within the plasma are assumed. The method

Line profiles of the H8 emission were determined by of using a single plasma parameter to calculate all of the
scanning the spectral region from 485.44 to 486.64 nm other parameters under LTE conditions was introduced
at 0.02-nm increments. A total of 61 data points were by Caughlin and Blades.4 Their approach has the ad-
taken per scan. Scans were collected across the plasma vantage of generating true LTE values for Mg(II)/Mg(I)
at 1-mm positions horizontally and up the plasma at ratios for comparison to the observed Mg(II)/Mg(I) ra-
2-mm positions vertically. The 1-mm x 2-mm grid cov- tios. Previous approaches used non-LTE values for elec-
ered the plasma from 5 mm on either side of the center tron densities and electron temperatures to calculate LTE
of the plasma and from 8 mm above the load coil to Mg(II)/Mg(1) ratios, which lead to erroneous results for
28 mm above the load coil. This region included the nor- the deviation of plasma conditions from LTE conditions.
mal analytical zone of the plasma which was the same
region that was used for measuring Mg(II)/Mg(I) ratios DISCUSSION
in the central channel of the plasma. Table I lists the LTE Mg(II)/Mg(I) ratios calculated

Electron Densities and Electron Temperatures. Elec- from Eq. 1 with the observed electron densities and cal-
tron densities were calculated for plasmas operating at culated LTE electron temperatures. The b, values cal-
a number of different torch pressures. Table I lists the culated with Eq. 2 are also included in Table I and are
Stark half-widths and electron densities found at the plotted against torch pressure in Fig. 3. It can be seen
location of the maximum Mg(II)/Mg(I) ratio within the from Fig. 3 that, while the central channel of the plasma
central channel of the plasma. Dalton's law can be corn- is not at LTE conditions at atmospheric pressure, the
bined with the Saha equation to obtain a relationship plasma conditions do shift toward LTE conditions as the

torch pressure is increased.

EFFECT OF PRESSURE ON MAGNESIUM ION TO ATOM RATIO
Mg(U) 279.553 tn / Mg(1) 255.213 m

mg, br

' PE 5S 6* (E A R)lee S PTE SU E TR R ' FIG. 3. Plot of b, values vs. torch pressure for Mg(II) 279.553 nm/
FIG. 2. Plot of magnesium-ion-to-atom ratio vs. torch pressure for the Mg(l) 285.213 nm. For the region of maximum ion-to-atom ratio in
normal analytical zone of the plasma. normal analytical zone of the central channel of the plasma.

1386 Volume 43, Number 8, 1989



CONCLUSION sion Spectroscopy, Part 2, P. W. J. M. Boumans, Ed. (Wiley-Inter-
science, New York 1987).

As the torch pressure is increased above atmospheric 2. J. Nojiri. K. Tanabe, H. Uchida, H. Haraguchi, K. Fuwa, and J. D.
pressure, the energy transfer mechanisms within the Winefordner, Spectrochim. Acta 38B, 61 (1983).plasma are becoming collisionally dominated. These re- 3. J. F. Adler, R. M. Bombelka, and G. F. Kirkbright, Spectrochim.Acts 35B, 163 (1980).
suits also agree with Blades 4 evaluation of the plasma 4. B. L. Caughlin and M. W. Blades, Spectrochim. Act. 393, 1583
as being infrathermal at atmospheric pressure. That is, (1984).
the higher ionization states of species within the plasma 5. T. R. Smith and M. B. Denton, Spectrochim. Act. 40B. 1227 (1985).
are under-populated relative to the ground state. Thus, 6. T. R. Smith, "Excitation Processes within an Inductively Coupled
as the torch pressure is increased and the plasma shifts Plasma as a Function of Pressure and Related Studies," Ph.D. Dis-toards LTEconditions, the torchremassn and ther , he sertation, University of Arizona, Tucson, Arizona (1988).
toward LTE conditions, the emission (and, therefore, the 7. J. Jarosz, J. M. Mermet, and J. Robin, Spectrochim. Acta 33B. 55
population of the ionic states) is seen to increase more (1978).
rapidly than the atomic states. This causes the increase 8. B. D. Webb, "Fundamental Investigations of a 148 MHz Inductively
in observed ion-to-atom ratio with increasing pressure. Coupled Plasma Discharge," Ph.D. Dissertation, University of Ar-

izona, Tucson, Arizona (1985).

1. M. W. Blades, "Excitation Mechanisms and Discharge Character-
istics: Recent Developments," in Inductively CoupledPla rma Emis-


